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1 INTRODUCTION

Most global tomographic studies of the upper mantle focus on the uncertainties in the source excitation (Um & DahlE392 includ-
3-D distribution of seismic velocities. These studies are generally ing the scalar seismic moment , by the geometrical spreading

ojumoq

SUMMARY
We present QADRL17, a global model of Rayleigh-wave attenuation based on a masgve
surface wave data set (372 629 frequency-dependent attenuation curves in the period rgnge
50-260 s). We correct for focusing-defocusing effects and geometrical spreading, and per@rm
a stringent selection to only keep robust observations. Then, data with close epicentres recarded
at the same station are clustered, as they sample the same Earth’s structure. After this_l‘?_pre-
selection, our data set consists of about 35 000 curves that constrain the Rayleigh-wave intrs\nsic
attenuation in the upper mantle. The logarithms of the attenuation along the individual rays
are then inverted to obtain global maps of the logarithm of the local attenuation. After a Bt
inversion, outliers are rejected and a second inversion yields a variance reduction of alaout
45 per cent. Our attenuation maps present strong agreement with surface tectonics at péﬂods
lower than 200 s, with low attenuation under continents and high attenuation under oce@ns
Over oceans, attenuation decreases with increasing crustal ages, but at periods sensmve@o the
uppermost 150 km, mid-ocean ridges are not characterized by a very localized anomalﬁ in
contrast to what is commonly observed for seismic velocity models. Attenuation is rather WEll
correlated with hotspots, especially in the Paci ¢c ocean, where a strong attenuating anor%ly
is observed in the long wavelength component of our signal at periods sampling the OCG@’]IC
asthenosphere. We suggest that this anomaly results from the horizontal spreading of se'@eral
thermal plumes within the asthenosphere. Strong velocity reductions associated with Righ
attenuation anomalies of moderate amplitudes beneath the East Paci ¢ Rise, the Red Sealanc
the eastern part of Asia may require additional mechanisms, such as partial melting.

Key words: Composition of the mantle; Surface waves and free oscillations; Seismic att
uation; Seismic tomography; Paci ¢ Ocean.
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Such attenuation studies are dif cult, because the wave amplis
. . . . c
tude is in uenced by a number of mechanisms. It is affected by

20¢

based on surface waves, which provide global coverage of the up-of the wave front, by propagation effects such as focusing and de-
per mantle and have a strong sensitivity to the shear waweaye) focusing (Lay & Kanamoril985 Woodhouse & Wondl986, by
velocity. Over the last decade, there have been important improve-short wavelength scattering (e.g. Ricatdal. 2014, by local site
ments in mapping 3-D shear-velocity heterogeneities of the upper response and by the calibration of the measuring devices (Dalton
mantle (e.g. Ritsemat al. 2011, Debayleet al. 2016. Recent etal.2014). Amplitude is also affected by various intrinsic anelastic
global S'wave tomographic models are obtained from the inversion mechanisms converting elastic energy into heat, mechanisms such
of massive data sets and show robust patterns, especially in the tofas interaction of the waves with phase changes (Dueaatd2012),

of the upper mantle where they agree for horizontal wavelengths with crystal dislocations or with partial melting among other mech-
smaller than 1000 km (Meschede & Romanow&15 Debayle anisms (see Jacks@007, for a review). Attenuation studies aim

et al. 2016. However, the Earth’s mantle does not behave as a to correct the measured amplitudes from all the elastic effects, in
perfectly elastic body and it is in principle possible to extract infor- order to obtain the intrinsic attenuation. Because of the dif culties
mation on its anelastic properties from the decay of the amplitude of measurements and of the numerous mechanisms that need to

of seismic waves.

be accounted for, less work has been done on attenuation than on

1677
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velocity, and the agreement between recent gl@ahve atten- In this study we map upper-mantle Rayleigh-wave attenuation at

uation models is limited to very long wavelengths, greater than global scale using a data set of 372 629 attenuation curves mea-
5000 km (Selby & Woodhous2002 Gung & Romanowic2004 sured by Debayle & Ricard2012. This data set, which has never
Daltonet al. 2008. been used in an attenuation study, provides global coverage with
Attenuation and velocity have different sensitivities to the phys- a large redundancy. We have made a major effort to reject mea-
ical properties of the Earth such as temperature, composition, andsurements that are likely to be affected by mechanisms that are
the presence of partial melt or water content. Improving our knowl- not accounted for in our modelling. We also correct measurements
edge of attenuation would bring information complementary to ve- for focusing-defocusing and exploit the large redundancy of our
locity about Earth’s interior. Furthermore, seismic velocities are data set to minimize errors. Our nal Rayleigh-wave attenuation
affected by dispersion effects caused by attenuation, and a pre-model presents a strong correlation with surface tectonics, (high-
cise knowledge of the attenuation would improve the resolution attenuating oceans and low-attenuating continents), and a decrease
of the velocity structure of the Earth (Romanowit29Q Karato of attenuation with the age of the ocean oor. We show that mid-
1993. ocean ridges are less prominent than in velocity models and that
Most surface wave attenuation studies are based on Rayleigh-attenuating regions are located around hotspot in oceanic regions.
wave amplitudes. As shown in Fid, the fundamental mode of A high-attenuation anomaly is found in the middle of the Paci c in
Rayleigh wave for periods up to 250 s provides sensitivity to the the period range 50-100 s, this anomaly is not observed in velocity
whole upper mantle. This sensitivity can be improved by including models. We suggest that attenuation and velocity models are com-
overtones in the modelling (Gung & Romanowi2@04). In pre- patible with a thermal anomaly in the central Paci ¢ resulting from
vious surface-wave studies, the attenuation is generally found to several plumes, and with the presence of partial melt beneath the
be coherent with large-scale surface tectonics down to about 200—East Paci ¢ Rise, the Red Sea and the eastern part of Asia.
250 km depth, with low attenuation beneath continents and high
attenuation under oceans. Some studies (Bikieal. 2000 Dalton

& Ekstrom 2006 Daltonet al.2008 Ma et al.2016 suggest a good 2 DATA AND METHOD

correlation with the velocity models. Ma al. (2016, Daltonet al. The attenuation model is built using a two-step procedure. The rst
(2008 and Warren & Sheare002 nd a strong dependence on  step provides a set of path-average attenuation curves and is sum-
sea oor age whereas Gung & Romanowi@904 and Romanow- marized in Section 2.1. An important pre-processing is made in

icz (1995 observe high-attenuation anomalies under the southern order to remove attenuating effects other than the intrinsic attenu-
Paci c and Africa, correlated with the hotspot distribution. Below ation from our measurements. This pre-processing is described in
200-250 km, a change in the pattern is observed: high-attenuationSection 2.2. The last step, presented in Section 2.3, involves the re-
regions are found under the southeastern Paci ¢ and beneath eastgionalization of the attenuation curves by a modi ed version of the
ern Africa and low-attenuation regions seem to be associated with continuous regionalization approach used previously for velocities
subduction zones. (Montagnerl986 Ricardet al. 1996 Debayle & Sambridg@004).
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2.1 Data 2.2 Pre-processing

Our data set consists of 372 629 attenuation curves for the funda-The amplitude of a fundamental mode Rayleigh wave measured
mental mode of Rayleigh waves measured by Debayle & Ricard a seismic station can be expressed as

(2012 from the automation of a waveform inversion approach ini-

tially developed by Cara & &veque (987). We summarize here A= AAALA LA A @
their approach for extracting an attenuation curve from a Rayleigh- where A is due to excitation at the sourca, is due to the in-
wave Seismogl’am and refer to sections 2,3 and 4.1 of Debayle & strumental responsAJ is the geometrica| Spreading factgrl is
Rical’d QOla f0r a detailed description. Th|S WaVefOrm inVerSiOn produced by the focusing_defocusing of seismic waves due to 3-
is applied to every single seismogram. heterogeneitiesA  is the effect of scattering and diffraction on

First, a synthetic seismogram is calculated for the epicentre- gmplitudes and  describes the amplitude decay due to the intrin-&
station path corresponding to the recorded waveform. This synthetic sic attenuation of the Earth. These amplitude terms are generalfy
is computed in a 1-D model which includes a path-averaged crust functions of the period of the wave in addition to various other quan’3
structure estimated from 3SMAC (Nataf & Ricad®9§ and tities (epicentre-station distance, source radiation pattern, quality Gt
a radially anisotropic mantle, close to PREM (Dziewonski & the seismometer...). As we are interested in the effect of the intrinsig
Anderson198]). Debayle & Ricard 2012 noted that the attenu-  attenuationd , we need to make sure that our measurements are ngt
ating Iayer located between 80 km and 200 km depths in PREM biased by a poor know|edge Af, A andA (A is well known)’ g
is not adapted to continental paths for which the attenuating Iayer and that we proper|y account for the important propagation effeci)
is less pronounced or located deeper. For this reason, they replace, . This requires some pre-processing before the tomographig
as a starting model, the quality facQr (2) of PREM in the whole inversion. S
upper mantle by the uniform value of 200. F@jof Debayle & The computations of the source, the instrument and the geometrie
Ricard @012 displays their starting model. Phase velocities are effects,A , A andA are included in the synthetic calculation of &
corrected from physical dispersion using Kanamori & Anderson the automated waveform inversion (see eq. 1 of Debayle & Ricard:
(1977 assuming a reference period of 100 s. 2012. Possible errors i are also accounted for in the waveform

Second, the difference between the synthetic seismogram andinversion. First, Debayle & Ricar®2012 rejected waveforms for
the actual waveform is inverted for a set of fundamental and which the amplitude of the synthetic before inversion differs by
higher modes dispersiog(T) and attenuation curve®(T), where a factor greater than 10 from the amplitude of the actual data. In
T is the period. In order to account for period-independent am- thjs study, we use a more drastic criterion and we keep only data
plitude differences between the synthetic and recorded wave-for which the amplitudes of the synthetic and actual waveforms
forms, Debayle & Ricard2012) also invert for the scalar seismic  differ by a factor less than 2. This reduces the 372 629 paths of
momentM . Debayle & Ricard 2012 to 359 627 paths (Tablg). Second, De-

We rst describe our processing of this data set, prior to build payle & Ricard 2012 invert for the scalar seismic momekt ,
attenuation maps and then discuss in details their geodynamicalparametrized by log(M ) and use a larga priori standard devi-
implications. We focus on the fundamental mode which is easier to gtion ( = 0.5). If required by the data, this absorbs in the
interpret and leave the higher modes and the inversion with depthinvertedM any difference between the synthetic and the observa-
to a further study. tion which is frequency independent.

1291/ /602/21001e/1B/Wwed
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2012

A represents the effects of scattering and diffraction which
are dif cult to estimate. Ricarcet al. (2014 indicate that, for a
realistic power-law distribution of heterogeneities, scattering atten-
uation should be frequency independent. At long perio8Qs),

fundamental Rayleigh waveforms are in general simple and various

studies suggest that the scattering effects are negligible (Ferrelraactual waveforms has already allowed us to reject most data close to

& Woodhouse2007 Dalton et al. 2014 Meschede & Romanow-
icz 2015. For these reasons, we consider that 1, but our nal
attenuation maps may include a small contribution from the local
density of scatters.

Our modelling approach (described in Section 2.3) uses the
great-circle ray approximation (GCRA) which considers that sur-

face waves propagate along the source-station great-circle and thaj

they are only sensitive to the structure along a zero-width ray. This
theory has proved to be of great ef ciency in mapping velocities
(e.g. Ritsemat al. 2011 Debayleet al. 2016 and it has recently

been shown that GCRA accurately predicts phases of long period
Rayleigh waves in the period range 50-160 s for distances shorter

than 110 (Parisi & Ferreira2016. However, GCRA does not ac-
count for focusing-defocusing effects which are known to affect the
amplitude of surface waves (Lay & Kanamd®85. We improve
our amplitude estimate using GCRA by computikg along each
ray using the formalism of Woodhouse & Won#986 and the
phase velocity maps of Durared al. (2015. According to Wood-
house & Wong 1986,

In(A )= 25n() sin( S ) sin —
- c
Scos — —d, 2)
c
where is the epicentre-station distanceis the along-path coor-

dinate away from the epicentrejs the path-perpendicular coordi-
nate, c/c is the relative perturbation in phase velocity at a given
period.A depends primarily on the second derivative of the rel-
ative perturbation in phase velocity perpendicular to the path. The

estimates made by previous authors (compare with e.g. Dalton &
Ekstdbm 2006, gs 11 and 12).

The source excitatiof is computed following Card@79 using
the global Centroid-Moment Tensors (CMT) solution (Dziewonski
et al. 1981 Ekstibm et al. 2012. To improve accuracy, we use a
speci ¢ 1-D model for the source by extracting density, seismic
velocities and attenuation from 3SMAC (Nataf & Ricat896
beneath the epicentre. It is well known that deviation in take-off
azimuth of the ray at the source can produce an amplitude anomaly
of the same order than produced by focusing-defocusing (Um &
Dahlen1992. We therefore eliminated all paths close to a nodal
plane of the source radiation pattern (we remove all paths for which
the computed amplitudes vary by more than 1 per cent for a take-
off azimuth variation of 1). Fig. C3 shows that removing these
paths has a moderate effect on the inverted model. It is likely that
the requirement of an amplitude facto2 between synthetic and

a nodal plane in the source radiation pattern. However, this second
criteria guarantees that all paths for which a small error in the

take-off azimuth or in the nodal plane orientation produces a large
amplitude error are rejected. This selection is applied for every

frequency, and the number of remaining data after this selection
Yaries between 186 024 at 260 s of period and 194 113 at 90 s of
period (Tablel).

2.3 Tomographic inversion

Assuming that the pre-processing described in Section 2.2 has al-
lowed us to reject all paths for whiock andA are likely to suffer
from signi cant errors, that we knowA , A andA , that we cor-
rectly account forA and can reasonably neglea&t , we can
extract the quality facto® (T) for each rayi, hereafter called,
related toA by
In[A (T, )]=S TMa @) ?3)
Note that we use the phase velocity in the de nition of the quality
factor in agreement with what Aki & Richard2@02 calledspa-
tial quality factor. Another de nition, using the group velocity is
possible (theemporalquality factor of Aki & Richards2002. As
the quality factor varies laterally by one to two orders of magnitude
while the phase and group velocities only differ by a few 10 per cent,
the difference in the de nitions is not crucial.

We then combine th® measurements in a tomographic inver-
sion using a continuous regionalization scheme (Monta886
Ricardet al. 1996 Debayle & Sambridg2004): we invert the path-

phase velocity maps have been obtained from the regionalizationaverage InQ ) for the local quality factor If(r)) at positionr. The

of Debayle & Ricard’s 2012 data set extended with measure-

ments at longer periods (100-350 s). The Woodhouse & Wong's tion, whose average and root-mean-square deviation are presented

(1986 method gives a fair approximation of focusing effects for
path lengths between 7@nd 110. For paths shorter than 70
focusing is slightly underestimated, while it can be strongly over-
estimated above 11@see g. 11(a) in Daltoret al. 2014. As the
errors remain small for paths shorter than {Daltonet al. 2014,

we retain these data in order to preserve an optimal coverage, es-In(Q )= In

pecially in oceanic regions. This allows us to keep 332 354 paths
for next step (Tabld). We checked that removing the paths shorter
than 70 does not affect the conclusions of this study. Examples of
attenuation maps obtained with and without focusing correction for
our nal data set are displayed in Fi€1l Fig. C2 illustrates the
effect of our focusing corrections beneath the East Paci ¢ Rise and
North America. These gures show a good agreement with similar

use of logarithms brings our data set closer to a Gaussian distribu-

for each period in Figl. It also guaranties to avoid negative values
for the attenuation in the inverted model.

For a source-receiver paththe forward problem can be written
at a given period™

exp In(Q (s)) ds , 4
where is the epicentre—receiver distan€®,is the path-average
quality factor for path, sis the abscissa along the path &)
is the local quality factor at abscissdi.e. at positionr(s)). This
problem can be considered as a non-linear relationgdlpg(m)
between a data vectat that contains InQ ) along each patf
and a parameter vectorthat contains I@ (r)). The inversion is
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performed using the iterative least-square solution for continuous We compare the residuelbefore and after inversion for every path

non-linear inverse problem proposed by Tarantola & Valdt®89). i. Data for whichr increases are better explained by our starting
The developments of the equations are detailed in Appendix A. 1-D model than the inverted model. These data are rejected; they
In order to obtain a smooth model, we assume a Gauagaori are likely associated with cases where the ray path inversion did
covariance function for the model: not resolve the attenuation that was therefore maintained close to
. () the a priori uniform guess. Typically, 50 per cent of the path clus-
C (rr)= exp ST (%) ters are rejected and the number of selected data after the rst

inversion ranges between 25 971 and 33 180 depending on period
wherer andr are the coordinates of two geographical points sepa- (Tablel).
rated by an angular distancdr, r ), the angular correlation length The second and nal inversion is then conducted with the remain-
L controls the lateral degree of smoothing of the nal model, and ing data set and using the sam@riori information as in the rst
the a priori error  the allowed variation of amplitude at every inversion. The second inversion signi cantly improves the variance

point of the map. At each periof the initial modelm is the aver- reduction from 10 per cent up to 48 per cent. Ridisplays the maps
age of the observed If)) and thea priori error on the model at 100 and 200 s periods obtained after the rst and second inver-
is set to 20 per cent oh . sions and after an inversion of the rejected data. The maps after the
After several tests, we choose a correlation lerigth = 10 . rst and second inversions display very similar patterns, although
This choice is conservative and we favour a smooth model. We contrasts are greater after the second inversion, due to the remov@g
tried other correlation lengths (see F&gp) that show that the vari- of inconsistent data. The inversion of the rejected data yields magds
ance reduction does not signi cantly improve for shorter correlation with a weaker amplitude close to tlzepriori model, that do not §
lengths. Our choice is also justi ed by the fact that focusing effects display a pattern coherent with large scale tectonics. The average
are corrected with phase velocity maps built using = 3.6 In(Q) of our nal data set and its standard deviation are presentec

=0
=

(Durandet al. 2015. As the focusing correction depends on the for each period in Figl. The large standard deviations re ect the
derivatives of the phase velocity anomaly, we expect that corrections broad range of attenuation variations observed in the upper mant

dy

®

onal terms are where s thea priori data error that controls wherer isthe point of patwhich is the closestin, andL  is set

the contribution of pathin the nal model. We chose constant, . . .

i to 10 degrees as in eq. (5). Therefore, at each geographicalrpoint=.
and equal to the root-mean-square deviation of the data set at eacfghe contribution of rays is weighted by a Gaussian having the samg
period. To avoid redundant data, we cluster paths corresponding to y 9 Y 9

.—width as that controlling the horizontal smoothing in our model.g

. ©
the waves propagate through the same attenuation structure. We%(r) can therefore be seen as a measure of the number of rays in.a

; - surface of radiut . Fig. 3 shows that density maps are typical of 5

use a cluster radius of 2small compared the horizontal degree of . . .
. . . ] . L global tomography, with the highest coverage beneath the continents
smoothing used in the inversion. We reject outliers in each cluster P

(see Appendix B) and compute an averag@lpper cluster at each ?r: the ntcr)]rtherrr]\ he_miflphere.hHowever, even i?hoceanic rtei];]ons c@
periodT. Fig. C4 compares maps with (right column) and without e southern hemisphere where coverage Is the poores, there aie

_ . . . 5
(left column) clustering at 70, 140 and 200 s. Results are very close hundreds of paths within a distance at each geographical points &
for all degrees, with correlation above the 95 per cent signi cance

performed with such phase velocity maps are valid for smodgher Ray density maps corresponding to the nal data set are presentéf]
models. A synthetic experiment (see Section 3.2) suggests that withat different periods on Fig8. We compute the ray densify(r) at f%’
a 10 correlation length, we resolve the rst 12 spherical harmonic each geographical pointusing 3.
degrees very accurately and from degrees 1216 with a damped 2
amplitude. D)= exp $ _ ) 7 ©
Thea priori covariance on the dafa is diagonal, and its diag- 2L %

(=]

e

D(r), which con rms that our data set provides global coverage with2

«Q
level. This con rms that grouping nearby paths has no effect on large redundancy. §
the long wavelength pattern discussed in this study. Without group- o
ing, each inversion requires more than one week of computation o
per period compared to one day with grouping. We therefore cluster 3 RESULTS 2
nearby paths, which gives us more exibility to test the model. After &
the clustering step, the number of paths reduces to values ranging3':L QADR17 model &
from 65 227 to 66 605, depending on the period (Tdble Fig. 4 presents our Rayleigh-wave attenuation model QADR17 a§

A rst inversion is performed using eqs (A7), (A8) and (A9). different periods between 50 and 240 s. HiQhvalues (low at- =
The residual between a datand the model at iteratiok is de- tenuation) are in blue, lovQ values (high attenuation) in red.
ned asr = |d S g (M )] and the variance reduction for tme The sensitivity kernels are shown in Fity. In the period range
observations as: 50-240 s, our data set provides sensitivity to the upper mantle,

5 r with maxima varying between 70 km at 50 s and 350 km
V=15 ——— (6) at240s.
QADRL17 shows a strong correlation with surface tectonics at
wherer andr are initial k = 0) and nal (k = last iteration) periods lower than 140 s, mostly sensitive to the uppermost 200 km.

residuals for each dataln all the inversion that we have performed, The dominant signal is the difference between continents and
we observe very little evolution of the model after the rstiteration. oceans, associated with anomalously low and high attenuation, re-
For this reason, all inversions presented in this paper are stoppedspectively. Beneath continents, weak attenuation is found under old
after the rst iteration. continental roots, such as the African, North American, Amazo-
After the rst inversion, the variance reduction reaches hardly nian, Siberian and Australian cratons, the Russian platform and
10 per cent suggesting that signi cant noise remains in our data set. Antarctica. A stronger attenuation is observed under Phanerozoic
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Provinces form a synthetic experiment in order test the robustness of our
Archean observations.
Proterozoic
Paleozoic
Ocean 135-200Ma
Ocean 45-135Ma . i
Ocean 15-45Ma 3.2 Synthetic experiment
Ocean 5-15Ma . ) o
Ocean 0-5Ma We perform a synthetic experiment to explore the limits of path

— Gilobal average

coverage and damping, where the input model is the pattern of at-
tenuation extracted from the 3SMA& priori model of Nataf &

Zgg | e Ricard a99®. 3SMAC _p_rqvidesQ (2 maps, t_hat we copverted
500 in Q(T) using the sensitivity kernels. After this conversiQ(T)
varies from 25 beneath mid-ocean ridges up to 225 beneath cra-
400 tons. A number of studies argue for high®(T) values beneath
cratons. Rayleigh-wave attenuation models of Dalton & Ekatr
o 7 (2006 and Maet al. (2016 found that the Rayleigh-wave quality
factor can reach values 0f2300 at 50 s of period beneath cratons. ¥
200 — Our own model has variations betweer80 and 1,800 at 50 s §
of period. We rescaled the attenuation variations of 3SMAC by &
constant factor in order to t the extren@@(T) values of QADR17. §
From the input model, a synthetic data set is calculated, using thg
100 A —v—1—1—"1 1117 actual ray density. This data set is then inverted using the same
60 80 100 120 140 160 180 200 220 240 260 inversion parameters as in our real inversibn (= 10, is the §
Peri root-mean-square deviation of the data set and= 20percent £
eriod (s) =
ofm). §

Fig. 6 shows the input model (left column) and the output of the%
inversion (right column). The general pattern of the input model is3,
well retrieved although variations are smoothed out and amplitudeg
are damped. It is for example dif cult to distinguish on the inverteds
maps at 100 and 140 s the difference between Archean and Prote -
zoic lithospheres. The attenuation signature of mid-ocean ridges

lithosphere and in active tectonic areas such as western North Amer-is recovered at every period. Note that in 3SMAC, mantle plume&
ica, the Afar province, the &owe rift and the Andes. Mid-ocean  are characterized by a high-attenuation anomaly located in narrow
ridges are associated with higher than average attenuation butinter2 x 2 conduits and that our inversion is unable to recover thes&
estingly, their signature does not dominate the attenuation patternnarrow anomalies. This implies that the high-attenuation anomalie§

of oceanic regions. This contrasts with velocity models where the observed in the vicinity of some hotspots (F&y.are produced by =
ridge signature is very strong at short periods (see E&). The much broader structures, probably due to the spreading of pIumes%t

location of hotspots is in general well correlated with attenuating the bottom of the oceanic lithosphere. For completeness, we show
regions and some of them are associated with a very strong signal.in Fig. 7 the correlation between the input model and the invertecﬁ
This is particularly clear for the Hawaii, Marquesas, Society and model as well as their spectral ratio (output over input). The spectrab
Galapagos hotspots in the Paci ¢, Meteor, Tristan da Cunha-Gough amplitude of the input model is very well recovered up to degre@
and Cap Verde hotspots in the Atlantic, and Reunion, Kerguelen 12, while the lateral variations are damped by the inversion pro§

and Marion hotspots in the southern Indian ocean. A strong attenu-cess at higher degrees. The correlation between output and inp§t
ation is observed between periods of 50 and 140 s in the Whartonmodel is very high, especially at low spherical harmonic degrees§

basin, which is bounded to the west and south by the Ninetyeast andFig. 7 demonstrates that the long wavelength component of the in-x
Broken Ridges. At periods greater than 140 s, both the amplitude put model is very well recovered, especially at spherical harmoni&
of attenuation variations and the correlation with surface tectonics degrees 6.

decrease. However, broad attenuating regions remain beneath most Fig. 8 shows the averad@(T) values for the tectonic provinces of
Paci c, north Africa, south India and Atlantic ocean hotspots up to Fig. 5(a). Fig.8 con rms that the inversion retrieves the pattern of §

1snbn

240 s. age variation present in 3SMAC, although amplitudes are reduced
We display in Fig.5 the Q values as a function of period, av- by the inversion process. This damping is present at all periods and
eraged for various tectonic provinces extracted fromahaiori is slightly stronger at shorter periods. We observe a slight decrease

model 3SMAC (Nataf & Ricardl996. To rst order, Q varies of the global average after inversion (black dashed line in 8jig.
with lithospheric age (young oceans have higher attenuation thanThis small bias can be attributed to uneven sampling and suggests
old continents). The amplitude of variations peaks at 70 s peri- that QADR17 slightly underestimates the global averag®.of

ods, corresponding to depths of 100-150 km and then decreases Our synthetic test shows that our data coverage and inversion
with the period. Under continent§) varies from about 250 be-  process allow to recover the large scale Rayleigh-wave attenuation
neath Paleozoic regions up to about 600 under Archean regions afpattern, with only a moderate damping of the lateral variations. The
70 s. Under oceans) increases from an average value 0f30 mid-ocean ridge signature dominates the oceanic attenuation signal
under 0-5 Ma-old lithosphere to 250 under 135-150 Ma litho-  in 3SMAC and this pattern is well recovered. This comforts us with
sphere at 70 s period. Fi§.and Fig.C7 suggest tha@ increases the idea that, although present in our model, the mid-ocean ridge
with sea oor age at periods lower than 100 s, although it does not signature is not the dominant signal in oceanic regions, contrary to
strike the eye from Fig4. In the following subsection, we per-  what is suggested by 3SMAC.
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4 DISCUSSION

4.1 Comparison with other models

We rst compare our attenuation maps with those published by

Attenuation anomalies under the Paci ¢ Ocean1685

a signi cant difference between QADR17 and other models is the
presence of stronger attenuating regions in old oceanic basins, some
of them correlated with the presence of hotspots.

In Fig. 10, we display the correlation between QADR17 and the
two other models. The correlation is fair up to degree 12 at 50 and
100 s, but low at 140 s between degree 3 and 6. The difference
between models is partly due to the presence of broad attenuation
anomalies in the central Paci c. We believe from our synthetic tests
(Fig. 7) that these broad anomalies are well resolved in our model.

We attribute the stronger contrasts of our model with respect to
the two other models displayed in Fi§.to our choice to invert
for In(Q) rather than foiQ or Q . This brings the data close to a
Gaussian distribution and only data with Gaussian distributions are
appropriate for a least-square algorithmQh(s also better suited
to recover the large variations of attenuation and avoids negative
values ofQ. As an example, we consider th@tcan vary between
70 and 600 from an average value@f= 200, which is chosen as
the starting model of the inversion. An inversion@fthat would al-
low perturbations of 65 per cent® (i.e.Q= Q (1+ 0.65)= 200
+ 130) might recover the lov@ values but not the large quality
factor. An inversion allowing perturbations @ of +400 could
easily lead to spurious negative attenuations (the same dif cultie
obviously occur for an inversion on terms@f ). On the contrary,
no such problems occur when using@){and changing the starting
model by only 20 per cent is suf cient to retrieve the full range of
variation (i.e. InQ) = In(Q )(1 £ 0.2) withQ = 200 allowsQ to
be in between 70 and 600). We have also been very careful in 5
our selection process to remove data with likely source or station
errors. In addition, our synthetic tests (Fiy.show that long wave-
lengths are very well retrieved. We are therefore con dent in thes
long wavelength pattern of our model.
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4.2 Correlation with the velocity
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We compare our attenuation maps with phase velocity maps bwﬁj
using the same data set. This comparison can bring insights on terton-
perature and composition as attenuation and velocities have differs
ent sensitivities to temperature, water content and other parameters
such as melt fraction, major elements chemistry or grain size (e. @
Shitoet al. 2006.

We use the dispersion curves of the fundamental Rayleigh wavqﬂg
forms which have been selected for QADR17, and build a dlspersme
model using the same ray coverage and the same correlation Ieng{h
(L = 10).Asfor QADR17, we use a constaafpriori error for i

Ma et al. (2016 (hereafter referred to as QMA16) and Dalton & the data, equal to the root-mean-square deviation of the data set:A
Ekstiom (2006 (hereafter referred to as DEAO6a). Itis worth noting  description of the inversion method can be found in Durandl. 2
that these models are very similar, which may be due to a fairly (2015. The obtained dispersion maps are shown at periods betwe@
similar approach for extracting the signal of attenuation from the 50 and 240 s in FigC®6. =
amplitude data. The good correlation of these two modelQ(d) To compare Rayleigh-wave attenuation and dispersion, we ex-
is quite different from what happens with the attenuation models for pand our attenuation and dispersion maps in spherical-harmonics.
Q(2) (e.g. Selby & Woodhous2002 Gung & Romanowic2004 We note a global correlation (for all degrees and orders together)
Daltonet al. 2008, which are very different. Figd shows that all between seismic velocity and attenuation for all periods. The global
maps share the ocean-continents differences, with low attenuationcorrelation coef cients are above 0.34 for all periods between 50 and
beneath most cratons and a higher attenuation in younger regions200 s. This suggests a common origin to both attenuation and veloc-
There are more contrasts in QADR17, especially in oceanic regionsity perturbations. For the period of 100 s, Fid. depicts the spher-
that display strong attenuation variations. The signature of mid- ical harmonic coef cients of the attenuatio@ = In(Q)/ In(Q)
ocean ridges is in general weak at 50 s periodQMAL16 and as a function of those of the phase velodity c¢/c. The cor-
DEAO6a except for the East Paci ¢ Rise. Itis stronger beneath the relation between these two quantities @G = 0.52 and their
Indian and Atlantic ocean in QADR17. At100 s and 140 s a stronger variances = 1.21x 10 and = 1.27x 10 . The propor-
signature of mid-ocean ridges is observe@MA16 andDEAO6a tionality factor between these two quantities should be in between
especially in the Paci c ocean. In addition to the stronger contrasts, C / = 5.11 (least-square estimate assuming that the velocities

n










































