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Although InP and GaAs have very similar band structure their magnetic properties appear to drastically
differ. Critical temperatures in (In,Mn)P are much smaller than those of (Ga,Mn)As and scale linearly with Mn
concentration. This is in contrast to the square-root behavior found in (Ga,Mn)As. Moreover the magnetization
curve exhibits an unconventional shape in (In,Mn)P contrasting with the conventional one of well-annealed
(Ga,Mn)As. By combining several theoretical approaches, the nature of ferromagnetism in Mn-doped InP is
investigated. It appears that the magnetic properties are essentially controlled by the position of the Mn acceptor
level. Our calculations are in excellent agreement with recent measurements for both critical temperatures
and magnetizations. The results are only consistent with a Fermi level lying in an impurity band, ruling out
the possibility to understand the physical properties of Mn-doped InP within the valence band scenario. The
quantitative success found here reveals a predictive tool of choice that should open interesting pathways to

address magnetic properties in other compounds.

DOI: 10.1103/PhysRevB.94.094437

Since their discovery almost two decades ago, III-V based
diluted magnetic semiconductors (DMS) rapidly became an
intense field of research [1-6]. The hope to incorporate
these doped materials in spintronic devices has triggered a
competitive race in the search for suitable candidates with
sufficiently high Curie temperature. Since the highest critical
temperature has been measured in Mn-doped GaAs, this
compound became the prototypical III-V DMS. Despite all the
efforts, the understanding of carrier-induced ferromagnetism
in these dilute magnets remains controversial and highly
debated. In the attempt to explain the observed features of
(Ga,Mn)As two antagonist scenarios have emerged. The first
is based on the mean-field Zener model in which the p-d
exchange interaction between valence holes and localized
Mn-3d electrons is treated perturbatively [valence band (VB)
picture]. In the second scenario, the Fermi level lies in
a completely detached impurity band [impurity band (IB)
picture] (see Ref. [1] for details). Because most of the available
experimental studies mainly focus on Mn-doped GaAs, it
becomes essential to consider other compounds in order to
enlighten the complex underlying physics in these materials. In
recent experimental studies [7,8] intrinsic ferromagnetism has
been reported also in Mn-doped InP. In that compound the 7'-
dependent magnetization did not show the expected standard
Brillouin like shape but rather a rapid linear decrease almost
up to T¢. Furthermore, the measured critical temperatures
were about 3 times smaller than in Mn-doped GaAs. Those
experimental differences are somehow surprising given that
InP and GaAs have very similar band structures, direct band
gaps, and also the effective masses are very close in both
materials. By contrast the most noticeable difference between
those two III-V materials is the relative position of the Mn
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acceptor level, which is 110 meV in GaAs [9] and 220 meV in
InP [10]. The availability of these recent data, on a compound
which differs mainly from (Ga,Mn)As by the position of the
impurity acceptor level, allows us to isolate the influence of
that specific parameter. This is a rare opportunity to test the
broad scope of the model Hamiltonian presented below. In this
paper, we shed some light on the nature of the carrier-induced
ferromagnetism in Mn-doped InP and provide both qualitative
and quantitative theoretical understanding of the features
observed in recent experimental studies.

To address this issue theoretically, we proceed within a two-
step procedure described as follows. Starting from a minimal
model Hamiltonian, the first step is devoted to the calculation
of the carrier-mediated Mn-Mn magnetic couplings. In the
second step we calculate the magnetic properties of the
derived dilute effective Heisenberg Hamiltonian. First of all,
in order to deal reliably with the effects of disorder resulting
from the random substitution of In3* by Mn’* and treat
nonperturbatively the coupling between localized Mn?* spins
(S = 5/2) and itinerant holes, we perform an exact real-space
diagonalization (no effective medium is used) of the following
Hamiltonian model [11,12]:

HV.] = — Zt;jcjacjg =+ Z J,‘Sl' -8 + Z V"C;(ncicr' (1)

i.j.o

In this way crucial features such as localization effects of
the itinerant carriers are properly included in the Mn-Mn
couplings. In the first term (i, j) runs over all lattice sites; in
the second and third ones the sum is restricted to Mn-occupied
sites only. This model depends on 3 physical parameters (¢, V,
J) discussed thereafter. For the sake of simplicity, we restrict
the discussion to nearest-neighbor hopping only; thus #;; = ¢

when i and j are nearest neighbors. cj'(, (¢;,) 1s the creation
(annihilation) operator of a hole with spin o atsitei. J; = J is
the p-d coupling between the localized Mn spin S; at site i and
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FIG. 1. (a) Couplings J(r)S? (in K) in In;_,Mn,P as a function
of Mn-Mn distances for various x. Calculations are performed for
well-annealed samples (1 hole/Mn) using KPM on a system of size
723. Inset: Expanded view. (b) Spin-resolved density of states; dashed
vertical line indicates the Fermi level.

the itinerant hole; its quantum spin operator is s;. The on-site
spin-independent scattering potential V; = V results from the
substitution of a host cation by a transition-metal ion at site i.
It should be stressed that this V-J Hamiltonian can be derived
from the more general Anderson Hamiltonian. The canonical
Schrieffer-Wolff [13] transformation applied to the Anderson
Hamiltonian reveals two particular terms: (i) the s, p-d part
that describes the magnetic interaction between carriers and
localized spins and (ii) a nonmagnetic scattering term. This
latter term, often neglected in the literature, corresponds to
the on-site potential V. In order to reproduce the density-
of-state heavy-hole effective mass of the host semiconductor,
the hopping term has been set to t = 0.7 eV. We expect the
amplitude of J to be close to that of Mn-doped GaAs; thus it is
setto 1.2 eV [14]. The last remaining parameter V is chosen in
order to reproduce the specific position of the hybridized p-d
acceptor level [12] in InP (220 meV). Thisleadsto V = Vpp =
2.4t close to that of Mn-doped GaAs, Vgaas = 1.8f. Note
that this model has already been successful to give an overall
understanding of both magnetic and transport properties of the
prototypical (Ga,Mn)As alloy [12]. Yet at this stage, there is no
guarantee that this model also applies to (In,Mn)P. For a given
Mn concentration and each spatial disorder configuration,
the V-J Hamiltonian Eq. (1) is used in combination with
the kernel polynomial method (KPM) [15,16]. Within this
recursive method the Heisenberg Hamiltonian is approximated
by a truncated series of Chebyshev polynomials of order n. The
computed expansion coefficients (moments of order n) allow
for a fast calculation of the magnetic exchange integrals J;;. In
order to minimize finite size effects and statistical errors, the
calculations of the couplings are made on a sufficiently large
system (723 sites) and an average over few hundred disorder
configurations is also performed. In Fig. 1 both spin-resolved
density of states (DOS) and Mn-Mn couplings J(r)S? are

depicted for impurity concentration x ranging from 0.01 to

0.07. In the DOS we clearly see that in (In,Mn)P itinerant

carriers are always fully polarized, and the Fermi level lies in

a well-defined impurity band (not totally separated from the

valence band). Some preliminary results for both the Drude
weight (dc conductivity) and the typical density of states
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indicate that at the Fermi level carriers are localized; thus
the compounds are insulating for the whole Mn concentration
range [17]. This agrees well with the insulating behavior
reported experimentally [7,8]. However, this is in contrast with
the case of Mn-doped GaAs that can exhibit an insulator-to-
metal transition after annealing. The exchange integrals shown
in Fig. 1(a) are clearly not of standard oscillating RKKY type,
since they are essentially ferromagnetic at all distances and
rather short ranged. This feature is similar to what can be seen
in (Ga,Mn)As [18] and results from the position of the Fermi
level lying in the impurity band. However the couplings are
shorter ranged in (In,Mn)P. As the Mn concentration increases
the couplings at relevant distances are strongly reduced due to
the increase of the multiple hole-impurity scatterings. Thus, so
far, it is not clear whether the critical temperature will increase
or not with the impurity concentration.

We now describe the second step of our approach, namely
the determination of the magnetic properties. We consider the
three-dimensional dilute Heisenberg model:

Hyeis = — Z JijSi - S;. (2)

ij

It describes the effective magnetic interactions between the
localized Mn spins (S; are 3-dimensional normalized spin
vectors and the sum runs over the impurity sites only).
The Mn concentration and hole density dependent exchange
integrals are those shown in Fig. 1. To ensure a proper
treatment of the percolation effects, the magnetic excitation
localizations, and the thermal/transverse fluctuations, we use
classical Monte Carlo (MC) simulations and/or the local
random phase approximation (LRPA) [19] to compute the
magnetic properties of the system.

Let us now discuss the results of these calculations. In
Fig. 2 we show the magnetization curves as a function of
temperature for two Mn concentrations (x = 2.5% and 5%).
The calculations have been performed for various system
sizes, ranging from 163 to 403. At low temperatures, below
15 K for 2.5% doped and 30 K for 5% doped compounds,
the magnetization curves obtained within both methods are
very close to each other. They reveal the same kind of highly
unconventional linear decrease with temperature. This is in
clear contrast with the conventional Brillouin-like shape for
which the magnetization has a relatively weak T dependence
at low temperature. Our findings are in qualitative agreement
with measured data (SQUID and XMCD of Ref. [7]). In
what follows, we will provide a quantitative comparison. As
seen for the largest size, within LRPA, the linear decrease
persists almost up to 7¢. The slope (in absolute value) roughly
decreases by a factor of two when the Mn concentration
is doubled. This unconventional shape of the magnetization
curve must be ascribed to the two concurring effects of
disorder/dilution and very short range magnetic couplings.
(Ga,Mn)As is at the edge that separates the conventional
and unconventional behaviors. In (In,Mn)P, it is worth noting
that the weak extent of these couplings is a consequence of
the localization of the carrier wave functions in this diluted
insulating compound. For high temperatures, we observe a
much slower decay of the magnetization in the Monte Carlo
simulations compared to LRPA results. The MC-averaged
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FIG. 2. Averaged magnetizations as a function of temperature
for two Mn concentrations, x = 0.025 and x = 0.05, and various
system sizes. The calculations are performed within both LRPA and
MC simulations. The vertical red dashed lines indicate the measured
Curie temperature.

magnetizations are more sensitive to finite-size effects. An
accurate determination of the critical temperature using the
MC magnetization data is therefore difficult, especially in the
dilute regime. On the other hand, LRPA allows for a direct
calculation of the Curie temperature using a semianalytical
formula [19], and leads to 7c = 23 K and 43 K for x = 2.5%
and 5%, respectively. Proceeding this way finite-size effects
are in practice very weak [20,21] and the convergence of
the calculations is very fast. On the other side, Monte Carlo
simulations need far more efforts and CPU time to find accurate
values of T¢. For instance, an often used method is based on
the computation of the fourth-order Binder cumulants [22]
UgL)y=1- %, where m is the magnetization of a given
system of size L. For various and sufficiently large sizes, the
crossing point should occur at T = T¢. In our case, because of
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finite-size effects, the crossing is not so accurate but occurs
between 37 K and 43 K for the concentration x = 5%. A
more precise result would require more computing resources,
especially in the dilute regime when the couplings are short
ranged. Alternatively we use some renormalization group
scaling arguments in order to extract T¢ in the thermodynamic
limit. For the three-dimensional Heisenberg model the Harris
criterion [23] predicts that the critical exponents remain
unaltered by disorder. Violation of this criterion has often
been quoted in the literature. However, for finite system
sizes, nonuniversal corrections to the finite-size scaling are
to be considered in order to suppress this apparent violation
as demonstrated within large-scale Monte Carlo simulations
[24-26]. Consequently we still have to use the critical
exponents of the pure 3D Heisenberg model. In order to extract
Tc, we study the behavior of T¢ (L), which corresponds to the
temperature of the maximum of the spin susceptibility x (L).In
the thermodynamic limit the correlation length & is comparable
to the system size L, with the assumption &[T¢(L) — T¢] =
aL (where a is a constant). Since the asymptotic scaling is
£ o (T — T¢)™", itis thus expected that Te(L) — Te oc L™V,
where v = 0.714 is the correlation length critical exponent
[22]. The real T¢ is then extrapolated from the finite-size
scaling analysis of T¢(L). In Fig. 3(a) we have plotted the
Monte Carlo spin susceptibility x (7)) = xL3((m?) — (m)?) as
a function of the temperature for x = 5% and for sizes ranging
from L = 26 to L = 48. The finite-size scaling of T¢(L) as
a function of L~V is depicted in Fig. 3(b) where the best
linear fits lead to T¢ = 40.2 K and 23.5 K for x = 5% and
2.5%, respectively. These values of 7¢ were used to check
the compatibility with the scaling collapse plot for the Binder
cumulants [as seen in Fig. 3(c) for x = 5%]. Moreover both
values agree quite well with those obtained within the LRPA
approach. The variation of the Curie temperature as a function
of the Mn concentration x (from 1% to 6%) is shown in Fig. 4.
Except from the two Mn concentrations 2.5% and 5%, the
other values of T¢ are calculated within the LRPA approach
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FIG. 3. (a) Monte Carlo calculations of the averaged spin susceptibility x (7') per impurity as a function of temperature for various system
sizes N = L3, where L = 26, ...,48. The Mn concentration is 5%. (b) Finite-size scaling of T¢(L) [extracted from the maximum of x (7] as
a function of LY with v = 0.714 for x = 2.5% and 5%. (c) Collapse plot for the Binder cumulant U,;(L) as a function of L'/"(% — 1) with

Tc = 40.2 K and for x = 5%.
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FIG. 4. Measured and calculated (MC and LRPA) T¢ (in K) as
a function of Mn concentration x in (In,Mn)P and (Ga,Mn)As. The
green continuous curve is obtained from first principles combined
with LRPA (from Ref. [27]), red up triangles from the V-J model
(Ref. [18]). (In,Mn)P (this work): MC (circles) and LRPA (left
triangles). Experimental data (2) and (1) are from Refs. [7] and [8],
respectively, and Refs. [28-31] for (a), (b), (c), and (d), respectively.

only. Note that these critical temperatures vary almost linearly
with x and the agreement with the recent available experiment
data [7,8] is excellent for the whole range of Mn concentration.
This success pleads in favor of our theoretical model which
takes into account both the carrier-mediated ferromagnetism
and the correct location of the Mn binding energy in the host
semiconductor. It should be mentioned that the standard virtual
crystal approximation would have led to largely overestimated
critical temperatures (typically 1 order of magnitude larger at
least). In addition, the calculated 7¢ in well-annealed samples
of Mn-doped GaAs is also shown for comparison. For this
compound we have reproduced previous results computed
within both the V-J model (with t =0.7eV, JS =4.3¢,
V = 1.8¢) and ab initio based study [27] combined with LRPA.
Experimental data from different groups [28-31] are also
plotted. For (Ga,Mn)As, the V-J model also leads to very good
agreement with both ab initio based studies and experiments.
It is interesting to observe that the linear dependence found in
(In,Mn)P is in strong contrast with the square-root behavior
found in (Ga,Mn)As for which Tc = A(x — x.)!/? (continuous
line in Fig. 4).

Finally, we propose to compare directly our calculated
magnetization curves (MC and LRPA for the largest size L =
32) with the measured ones (SQUID and XMCD) for the Mn
concentration x = 5%. The experimental data are extracted
from Ref. [7]. To facilitate discussion the magnetizations are
divided by a reference magnetization M, = M(T = 5 K).
The relative magnetizations as a function of 7 are shown in
Fig. 5. This figure underlines the highly unconventional non-
Brillouin-function-like character of the magnetization curve
(as a reminder the S = 5/2 Brillouin magnetization is also
shown in Fig. 5). An overall good quantitative agreement can
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FIG. 5. Measured (SQUID and XMCD from Ref. [7]) and
calculated (MC and LRPA) magnetization as a function of the
temperature in kelvins for the Mn dilution x =5%. M,y is a
magnetization reference at T = 5 K. The dashed curve is the standard
Brillouin magnetization for S = 5/2.

be observed from low temperatures up to roughly 70% of the
experimental critical temperature 7¢ ~ 42 K. The almost lin-
ear slope of this unconventional magnetization curve is well re-
produced. One should note that such a behavior has never been
observed in the case of well-annealed Mn-doped GaAs; the
magnetization is closer to the standard Brillouin shape [32,33].

To conclude, starting from the V-J model and relying on
efficient calculation techniques, such as the kernel polynomial
method, Monte Carlo simulations, and the local random
phase approximation, we have addressed the nature of the
ferromagnetism in Mn-doped InP. Although the host InP is
very similar to GaAs (gap, effective masses), their magnetic
properties appear to be drastically different. The critical tem-
perature in (In,Mn)P is much smaller than that of (Ga,Mn)As.
Furthermore it scales linearly with Mn concentration in
(In,Mn)P, in contrast to the square-root behavior found in
(Ga,Mn)As. Moreover the magnetization curve exhibits an
unconventional shape in (In,Mn)P; it varies almost linearly
with temperature, in contrast to the conventional shape of
well-annealed (Ga,Mn)As samples. Our study reveals that the
origin of these drastic changes of the magnetic properties is
the extreme sensitivity to the position of the Mn acceptor
level. Our calculations are in excellent agreement with recent
measurements for both critical temperatures and temperature-
dependent magnetization. Our results are only consistent
with a Fermi level lying in an impurity band; they rule out
the possibility of understanding the physical properties of
(In,Mn)P within the valence band scenario. More detailed
experimental results for other III-V DMS compounds would
be of great interest in order to improve our understanding of
the magnetic properties in these systems.

D.M. and U.L. thank the Martin-SchmeiBer-Stiftung for fi-
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